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Abstract—Threat intelligence and management systems form
a vital component of an organization’s cybersecurity infrastruc-
ture. Threat intelligence, when used with active monitoring of
network traffic, can be critical to ensure reliable data com-
munication between endpoints. Threat intelligence systems are
well suited for analyzing anomalous behaviors in network traffic
and can be employed to assist organizations in identifying and
successfully responding to cyber-attacks. In this paper, we present
a machine learning approach for clustering malicious uniform
resource locators (URLs). We focus on a URL dataset gathered
from a threat intelligence feeds framework. We implement a k-
means clustering solution for grouping malicious URLs obtained
from open source threat intelligence feeds. We demonstrate
the effectiveness of our unsupervised learning technique to
discover the hidden structures in the malicious URL dataset.
Our URL keyword/text clustering solution provides valuable
insights about the malicious URLs and aids network operators in
policy decisions to mitigate cyber-attacks. The clusters obtained
using our approach has a silhouette coefficient of 0.383 for
a dataset containing over 11,000 malicious URLs. Lastly, we
develop a probabilistic scoring model to calculate the percentage
of malicious keywords present in a given URL. After analyzing
over 72,000 malicious keywords, our model successfully identifies
over 80% of the URLs in a test dataset as malicious.

Index Terms—URL analysis, threat intelligence feeds, k-means
clustering, machine learning.

I. INTRODUCTION

Increasingly, organizations face cybersecurity challenges
due to an ever-increasing number of persistent threat activities,
irrelevant data flooding, and false positives. These attacks
are forcing organizations to take better measures to control
and prevent network attacks as a part of their cybersecurity
policies. Cybersecurity threats are rapidly evolving to stay
ahead of defensive security applications. Therefore, in addition
to security applications, each organization requires a threat
intelligence system to augment their work for better security
of cyberinfrastructure. A threat intelligence system is a critical
security tool that uses security intelligence to detect malicious
activity inside the network. It works with all security functions
across organizations to add context about malicious activities
in the network. Threat intelligence systems do not form a
separate security domain. Instead, they provide evidence-based
intelligence to help make informed decisions about the security
application in cyber-infrastructures.

Threat Intelligence plays a vital role in security analysis for
any organization [1]. The threat intelligence system collects
raw data about existing threats from a variety of sources

that are then processed to provide intelligence feeds with the
threat information. Automated security management solutions
use the threat information to handle security tasks. However,
to give a meaningful context to security operations such as
anomaly detection, incident response, malware management,
etc., threat intelligence data must be analyzed and processed
to understand underlying patterns. This analysis can aid in
detecting new vulnerabilities and attacks that are similar to
existing threats. Network intrusion detection systems (NIDS)
cannot detect new attacks and are therefore not suitable for
identifying malicious behavior in a large cyber-infrastructures.

In this paper, we focus on analyzing a malicious URL
dataset gathered from a threat intelligence framework. We
implement a machine-learning approach to reduce the depen-
dence on NIDS and to detect actual malicious activities in the
network traffic based on known URL patterns. In this paper,
we design a machine learning solution to detect malicious
behavior in threat data intelligently. Our solution applies to
real-world problems such as reducing false positive alarms
in the data center. We analyze up-to-date threat information
from well-known network intrusion detection systems and
threat intelligence systems. We use an unsupervised learning
technique to analyze malicious URLs.

First, we convert the text data to vectors using Term
frequency-inverse document frequency (TF-IDF) [2]. We then
use the k-means [3] clustering algorithm for URL keyword
clustering and determine the optimal number of clusters using
the elbow method. Next, we evaluate the quality of the clusters
using silhouette analysis. Through our analysis, we identify if
there are any commonalities between keywords in each cluster
with a test dataset of 500 URLs. We find the top terms in each
cluster using the TF-IDF score across the clusters, and design
a probabilistic model by comparing the resulting keyword with
a test set to identify malicious behavior.

The paper is organized as follows: In Section II, we present
the related work; Section III provides a detailed discussion of
our malicious URL feed sources and the dataset used by our
proposed machine learning solution; In Section IV, we present
our solution approach, architecture, data processing details,
and our probabilistic scoring model; In Section V, we evaluate
our clustering model and present the preliminary performance
results; Lastly, in Section VI, we conclude our work.
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II. RELATED WORK

Recently, there is growing interest among researchers on
threat intelligence systems [4], [5], [6] for enhancing security
platforms. Numerous threat manangement frameworks have
been developed for analyzing and managing cyber threats
and attack information. Collaborative research into threats
(CRITs) [7] is an example of a web-based tool that combines
data analytics with a threat repository to manage threat data
information. The tool serves as a repository for malware and
attack data, and additionally, it provides researchers a platform
for conducting malware analysis, correlating malware, and
for targeting the threat data. The authors in [8] propose an
automated threat management framework called Automated
Threat Intelligence fuSion framework (ATIS). ATIS performs
data collection and analysis. The ATIS controller serves as
an interface between the data and application planes. ATIS
correlates threat events by connecting different threat sources
with new cyber threat events. HuMa [9], proposed a multi-
layer model for investigation of complex security incidents
such as Advanced Persistent Threats (APTs) in log files. HuMa
processes large log files; heterogeneous information systems
produce large amounts of data making it challenging to ensure
end-to-end data protection. Large amounts of generated logs
make security operations complicated and difficult. To tackle
this challenge, HuMa proposes a multi-layer framework for
the analysis of complex security threats. The authors in [10]
present OSINET, a cyber threat inspection framework that
uses open-source intelligence to enhance the security of crit-
ical cyber-infrastructure. OSINET inspects threats in critical
infrastructure networks that are primarily disconnected from
the public internet and enhances efficiency and management
by subjecting it to cyber threat inspection. The work in [11]
presents a survey of machine learning techniques in system
security and defense. It also presents security issues associated
with machine learning systems. Different from the above,
our work focuses on the analysis of malicious URLs and
on developing a clustering solution for accurately detecting
malicious URLs based on keyword analysis.

III. MALICIOUS URL FEEDS AND DATASET

Threat intelligence feeds are the collection of real-time
streams of data that provide information on potential cyber-
attacks and associated risks. Using these feeds, network op-
erators have insights into possible sources of cyber-attacks
through continuously updated information. The feeds provide
threat intelligence information gathered from a wide variety
of sources such as indicators of compromise, open-source
feeds, organizational intelligence-gathering efforts, and shared
information between organizations. Threat intelligence feeds
contain suspicious domains, list of known malware hashes, IP
addresses associated with malicious activity, threat signatures,
etc. For feeds to be actionable, they have to be integrated
into security applications so that threat information can be
correlated with internal application traffic data like firewall
and DNS logs. This allows network administrators to identify
and mitigate potential cyber-attacks.

A. Dataset

We collect threat data from multiple threat intelligence
systems. Threat data consists of malicious URLs, threat signa-
tures, IP address, and network port information. For this work,
we focus on analyzing malicious URLs. The malicious URLs
in our dataset are collected from URLhaus feeds (available at
https://urlhaus.abuse.ch/). URLhaus is a threat URL sharing
project from abuse.ch. The project publishes malicious URLs
that are routinely used for malware distribution. Our dataset,
obtained from the above source, comprises of over 200,000
malicious URLs tracked on URLhaus. This database is updated
periodically. We use a representative sample of 12,000 URLs
for data analysis in this work. The dataset is partitioned
into training and testing set, with 11,500 and 500 URLs,
respectively.

IV. SOLUTION APPROACH

Threat intelligence feeds from diverse intelligence sources
contain false positives and are not always malicious. Instead,
they are a mixture of malicious and non-malicious data. Our
goal is to design a model to analyze malicious URLs based
on their constituent keywords. Our dataset does not contain
labeled information about the veracity of the URLs, and thus,
we use an unsupervised learning approach to obtain useful
insights about the dataset. We perform keyword analysis and
text-based clustering on the malicious URLs using the k-means
clustering. To obtain the clusters, we vectorize the data and
evaluate the clustering performance.

Threat Intelligence Feeds / Threat
Data

Keyword
Clustering

Performance
Evaluation

Silhoutte Analysis

Clusters Analysis
using TF-IDF ScoreProbabilistic Model

Model Selection

Data Processing

Data Cleaning

Vectorization

Tokenization

Fig. 1. Solution Architecture.

A. Architecture

Our proposed solution architecture is shown in Figure 1.
We begin by processing the URL data gathered from threat
intelligence feeds. We sanitize and tokenize the dataset, and
then vectorize the dataset using term-frequency inverse docu-
ment frequency (TF-IDF). The dataset is subject to k-means
clustering and we use the elbow method to determine the
appropriate number of clusters. From each cluster, we obtain
the top terms and use these terms to create a probabilistic
model for evaluating the model’s performance. Clustering
performance is also evaluated using silhouette analysis.
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B. Data Processing

Data processing is an important step to convert unstructured
data into a structured format. Our data processing approach has
three steps: data acquisition, data cleaning, and preparation for
the machine learning system. We gather raw data from the
sources described in Section III-A. To analyze large amounts
of text data in URL keywords and to uncover underlying
patterns, text data cleaning and processing is necessary. We
parse the malicious URLs for all delimiters such as ‘/’ and ‘?’
symbols. We remove all delimiters from our dataset to convert
each URL into an array of keywords. After processing 11,500
malicious URLs, we obtain a dataset consisting of over 72,000
keywords. We convert any IP addresses in the dataset to their
corresponding domain names.

In this work, term frequency (TF) represents the frequency
of keywords in each URL. It is the ratio of the number of
times the keyword occurs in a URL to the total number of
keywords in that URL. The term-frequency is given by:

tfi,j =
ni,j

Σkni,j
(1)

The inverse document frequency (IDF) computes the weights
of the rare keywords across all URLs in our dataset. The rare
keywords get high IDF scores and is given by:

idf(w) = log(
N

dfi
) (2)

Therefore, TF-IDF is the combined score and is the product
of TF and IDF. The TF-IDF score is given by:

wi,j = tfi,j × log(
N

dfi
) (3)

To make our text data informative for learning algorithms, we
convert the keyword data into a vector of numbers using term-
frequency inverse-document frequency (TF-IDF).

C. Keywords Clustering

We use k-means clustering to group similar keywords in
our URL dataset. The k-means clustering algorithm is an
unsupervised learning technique that allows us to identify
similar groups or clusters of data points in our keywords
dataset. We use the elbow method [12] to select the value
of k. The elbow method provides an optimal value of k (the
number of clusters) for our dataset. Elbow method is used to
quantify the quality of clustering using the within-cluster SSE
(sum of the squared differences between each observation and
its group’s mean.) or distortion. We use distortion to quantify
the quality of the clusters.

D. Probabilistic Scoring Model

In this section, we design a probabilistic model by measur-
ing the frequency of malicious keywords present in our test
URL dataset. We do not have any prior knowledge about the
test dataset regarding the presence of malicious keywords. We
use our training model and the associated keywords’ corpus
to form the malicious keywords clusters. We then collect the

top 100 terms from each cluster based on the measured TF-
IDF score. To find the probabilistic score of the malicious
keywords in the new URL dataset, we check the frequency of
top terms in each URL in the test set. Based on the malicious
term frequency, we compute a cumulative score for each URL
in the test set as:

1

n
[
q1
k1

+
q2
k2

+ · · ·+ qn
kn

] ∗ 100 (4)

where n is the number of clusters, with k1, k2, · · · , kn ma-
licious keywords in each cluster, and q1, q2, · · · , qn are the
frequency of malicious keywords present in each URL. Based
on this score we determine the maliciousness of each of the
500 URLs.

V. PRELIMINARY RESULTS AND DISCUSSION

Figure 2 shows the elbow method for evaluating the number
of clusters, k. We compute the distortion by varying the
number of clusters, k, from 1 to 300 over 1000 iterations for
each k. From the figure, we choose k = 35 as we observe
limited gains beyond this point.

We also evaluate the performance of clusters for our URL
dataset. It is important to evaluate the quality of clusters for
an unsupervised learning task as we do not have prior ground
truth information. We use the silhouette analysis model to eval-
uate the performance of the clusters. Silhouette analysis [13]
is an intrinsic metric used to evaluate the quality of clusters.
We use it to quantify the quality of the clusters. We compute
the silhouette coefficient for our URL keywords dataset to
evaluate the performance of clusters. The silhouette coefficient
is defined for each sample in our dataset and is the combination
of two scores a and b. The term a is the mean distance between
a given sample and other data points belonging to the same
cluster, and b is the average distance between a given sample
and all data points in the nearest neighboring cluster. Thus,
for a single sample the silhouette coefficient is given by:

s =
b− a

max(a, b)
(5)

Silhouette analysis is also a graphical tool for understanding
the performance of k-means clustering. A plot of silhouette
cofficient vs. the number of clusters is shown in Figure 3.
From the figure, we can observe the size of the clusters and
identify their quality. Also from the plot, we can measure
how tightly the data points are grouped in the clusters. The
silhouette coefficient varies between -1 and +1; -1 indicates
incorrect clustering and +1 indicates highly dense clusters. The
silhouette coefficient score around zero indicates overlapping
clusters. The silhouette coefficient for our dataset is 0.383 and
is an indicator of dense clustering.

Lastly, we also evaluate the test set for the presence of
malicious keywords using the probabilistic model described
in Section IV-D. A histogram of the score distribution for 500
URLs is shown in Figure 4. From our analysis, we observe that
the frequency of malicious keywords varies from 0− 14% in
the test set of 500 URLs. Based on our analysis, we determine
that 34 URLs do not contain any malicious keywords. We
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Fig. 2. Selecting k using the elbow method.

Fig. 3. Silhouette analysis for cluster quality evaluation.

Fig. 4. Test set score distribution histogram.

note that URLs with scores above 0.08 contain at least one
malicious keyword. Thus, our model can be effectively used
to identify malicious URLs.

VI. CONCLUSION

In this paper, we proposed a URL keyword clustering
approach to analyzing malicious URLs. We perform extensive
data processing for sanitizing, tokenizing, and vectorizing the
URL dataset. We demonstrated an approach based on k-means
clustering for grouping malicious URL data. Our solution can

be employed to detect malicious URLs from open source
threat intelligence feeds. Our proposed unsupervised learning
technique is effective in discovering hidden structures in the
dataset. We use the elbow method to aid in model selection and
choose k = 35 based on our evaluations. We also show that the
clusters obtained using our approach are of good quality and
have a silhouette coefficient of 0.383 for a dataset containing
over 11,000 malicious URLs. We develop a probabilistic
model to calculate the percentage of malicious keywords
present in any given URL by comparing it with the top terms in
the obtained clusters. We also developed a probabilistic model
to detect new malicious URLs based on existing keyword
patterns. After analyzing over 72,000 malicious keywords, our
model successfully identifies over 80% of the URLs in a test
dataset as malicious. Our future work will focus on developing
hierarchical clustering algorithm for our dataset.
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